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Rank of a matrix

 # independent rows/colums of rank(A) = A

Compute # nonzero singular values σ

Represents the number of import components in A

If the rank  is small, can greatly compress data:r
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What if there is noise?
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Gaussian noise matrix  is full rankN
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What if there is noise?

Gaussian noise matrix  is full rankN

The noisy data  is also full rank= A + NÂ

Don’t know the number of features in your data 🙁
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You need… -rank!1ε

(A) = rank(A + E)rankε min
∥E∥≤ε

1. Golub, Klema, and Stewart ( )1977
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You need… -rank!1ε

(A) = rank(A + E)rankε min
∥E∥≤ε

Smallest rank of an -approximation of ε A

Counts the # singular values bigger than ε

A.K.A. numerical or approximate rank

1. Golub, Klema, and Stewart ( )1977
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Useful feature included!

1. Vershynin ( )2018
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Useful feature included!

If ,∥N∥ ≤ ε < /2σr

(A + N) = rank(A).rankε

 is the smallest nonzero singular value of σr A

 needs to be between the noise level  and the

smallest important data ( )

ε ∥N∥

σr

Estimate standard Gaussian1 ∥N∥ ≈ +m
−−√ n

−−√

1. Vershynin ( )2018
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Illustration of -rankε
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How to pick the right ?ε

What if  and  are nonnegative?A A + N
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